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Abstract 
In this project, we devised an innovative approach to produce highly detailed orthomosaics of 
road surfaces, with a spatial resolution as fine as millimeters, utilizing panoramic photos 
obtained from a mobile camera system combined with Structure-from-Motion technology. Our 
method emphasizes the necessity of accurately masking out the ego-vehicle (the vehicle 
carrying the camera), the sky, and any moving objects (such as cars, bicycles, and pedestrians) 
present in the street scenes captured by the photos. We employed a combination of deep 
learning, image processing techniques, and manual editing to perform this masking process. It 
was observed that removing these objects from the images facilitates precise photo alignment 
and often leads to a substantial enhancement in the quality of the orthomosaics. We tested our 
methodology at three different sites across two different islands with contrasting traffic 
conditions and surrounding environments (campus, urban, and rural). We found that the 
resulting orthomosaics are readily applicable for GIS analysis and the assessment of road 
conditions and damages. Moving forward, the methodology could be refined further by 
automating the masking process, particularly through the integration of deep learning models. 
Additionally, we discovered that the timing of photo capture significantly influences the quality 
of the orthomosaic, with midday proving to be a preferable time window compared to early 
morning or late afternoon to minimize shadow effects in the orthomosaics. 
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Rapid and Accurate Assessment of Road Damage by 
Integrating Data from Mobile Camera Systems (MCS) and 
Mobile LiDAR Systems (MLS) 

Executive Summary 
This report presents a novel methodology developed for generating highly detailed 
orthomosaics of road surfaces, achieving millimeter-level spatial resolution. The approach 
utilizes panoramic photos obtained from a mobile camera system, coupled with Structure-from-
Motion (SfM) technology. A key aspect of the methodology is the accurate masking of the ego-
vehicle, sky, and moving objects (such as vehicles, bicycles, and pedestrians) present in the 
street scenes captured by the photos. This masking process involves a combination of deep 
learning algorithms, image processing techniques, and manual editing. The study demonstrates 
that removing these objects from the images significantly improves photo alignment precision 
and enhances the overall quality of the orthomosaics. The resulting orthomosaics are found to 
be highly applicable for GIS analysis and the assessment of road conditions and damages. 
Additionally, the report discusses potential avenues for further refinement of the methodology, 
particularly through the automation of the masking process using deep learning models. 
Furthermore, the research reveals the importance of timing in photo capture, highlighting 
midday as the optimal time window to minimize shadow effects in the orthomosaics, compared 
to early morning or late afternoon. Overall, this innovative methodology offers promising 
advancements in the field of remote sensing and geospatial analysis for road infrastructure 
assessment.  



Rapid and Accurate Assessment of Road Damage by Integrating Data from MCS and MLS 
 
 

 

 

8 
 
 

 

 

Introduction  
Natural hazards pose a significant risk to transport infrastructure and can cause an annual 
direct damage of 3.1 to 22 billion US dollars globally, with the 84% of it being flooding-related 
(Koks et al. 2019). The Hawaiian archipelago is a prime example of this due to its vulnerability to 
multiple hazards and threats, especially sea-level rise (SLR) and/or extreme-weather related 
flooding (Fletcher et al. 2010; Onat et al. 2018). For example, the 2017 Hawaiʻi Sea Level Rise 
Vulnerability and Adaptation (HSLRVA) report (HCCMAC 2017) suggested that 3.2 feet of 
projected SLR is possible in the state over this century. This will inundate 25,800 acres of low 
lying land and 38 miles of major roads. Because utilities such as water, wastewater, and 
electrical systems often run besides or beneath roadways, the cost for repairing vulnerable 
roadways, even for short distance, is enormous. 

Cost-effective approaches to assess road damage and conditions are vital for repairing and 
reconstructing the transportation infrastructure after hazards (Jalinoos et al. 2019). Given 
its ability of obtaining spatially explicit information over large areas, remote sensing has 
become an increasingly important tool for this (Schnebele et al. 2015; Ghaffarian et al. 
2018), especially with the advent of new technologies such as airborne LiDAR (Seydi & 
Rastiveis 2019) and unmanned aerial vehicle (UAV, Jalinoos et al. 2019). However, several 
factors have constrained a wider use of airborne and satellite sensors for remote sensing of 
roadways. First of all, most sensors, except UAV-based, have limited spatial resolutions (at 
best in tens of centimeters, instead of in centimeters) to detect fine-scale road damage 
such as cracks. Second, they might have the difficulty of frequency data acquisition (e.g., 
satellite imagery restricted by orbiting cycles and clouds, UAV flights restricted over urban 
areas). Third, the cost of data acquisition could be high, especially for aerial photography or 
LiDAR mapping with manned aircrafts. Finally yet importantly, objects near roadways (e.g., 
trees, buildings, steep terrain) often block the views of airborne and satellite sensors to 
road surface, resulting in incomplete data coverage. 

Vehicle-based mobile mapping systems (MMSs) have enormous potentials to overcome 
the above challenges. A MMS typically consists of a vehicle mounted with cameras and/or 
laser sensors, GNSS (Global Navigation Satellite System) receivers, and an inertial 
measurement unit (IMU) (Wang et al. 2019). The advantages of MMS come from the fact 
that it can capture 2D images and/or 3D point clouds of road surface at mm- to cm-level 
resolutions given its proximity to road surface. Note that a wide range of MMS 
configurations exist, depending on the types of sensors used (laser sensors, cameras, or 
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both). Hereinafter, we refer to the system with only laser scanners as mobile laser system 
(MLS) and the one with only cameras as mobile camera system (MCS). Moreover, we use 
MMS for systems that integrate both sensors or as a generic term for either MLS or MCS. 
Typically, a MCS is several magnitudes cheaper than a MLS or a MMS equipped with both 
lasers and cameras. 

Many transportation agencies in the United States are early adopters of MLS technologies 
for roadway design, construction, maintenance, and management (Olsen 2013). For 
example, Hawaii Department of Transportation (HDOT) has collected mobile LiDAR data of 
all state roads as early as in 2009 and has been repeating the acquisitions since then. 
Oregon DOT (ODOT) has been using survey-grade MMS to collect LiDAR point clouds since 
2015 to create 3D representations of more than 12,880 km of roadways and replace 
traditional surveying when possible. Martin et al. (2020) found that the use of MLS in 
ODOT for roadway design and construction could result in $2 saving for every $1 invested 
on the technology. 

Despite of its substantial benefits, the purchase and operation of MLS is a large sum. For 
example, the initial cost of ODOT MLS is about $840,000 with the laser scanner alone 
costing ~$750,000; in addition, a cost of ~$100,000 per year exist for system calibration, 
software maintenance, and technical support, excluding the cost of collecting LiDAR data 
itself (Martin et al. 2020). Because of the high up-front cost, many agencies such as HDOT 
do not own MLS systems by themselves. Instead, they contracted the LiDAR data 
collection, processing, information extraction, database development to commercial 
companies. After a company finishes LiDAR data collection for a place in a given year, the 
MLS and vehicle will move to another place (which means another island or the Mainland 
for Hawaii) and will not return until the next year. Because of the prohibitive cost and 
logistic difficulty of collecting mobile LiDAR data as rapidly as needed, few studies (see, 
e.g., Gong & Maher 2014) have used mobile LiDAR data to assess the post-hazard road 
damages.  

In recent years, MCS has emerged as a low-cost alternative of MLS for mobile mapping, 
thanks to the advances in technologies such as Structure from Motion (SfM) and 
Simultaneous Localization and Mapping (SLAM) (Ji et al. 2020). Modern panorama cameras 
cost only a few hundred to a few thousand dollars, which are very inexpensive compared to 
laser scanners. In addition, panorama camera imaging is essentially passive remote sensing 
that collect images, unlike active LiDAR remote sensing that generates massive point 
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clouds. This means that it does not need power generators, complex wiring and hardware 
design, and high-performance computers to operate the system (Fig. 1). 

The main challenge with MCS, however, is that cameras themselves do not directly collect 
3D information as MLS does. Instead, we need to use photogrammetry-based multi-view 
geometry to model the 3D coordinates of objects from a sequence of overlapping images 
taken from different exposure stations of the moving camera (Hartley and Zisserman 2003). 
In addition, a MCS, if it is built at a low cost, it is usually equipped with a low-accuracy GNSS 
receivers. As a result, the 3D models reconstructed from a low-cost MCS could have lower 
positional accuracy than the 3D models from a regular MLS. To remedy this, our original 
proposal is to use the precise measurements from a MLS over stable objects (such as 
buildings and road segments that have not been damaged by hazards) as a reference to 
register the 3D models derived from MCS so that we can repeatedly use MCS as a low-
budget platform to monitor natural hazards while maintaining as high positional accuracy 
as a MLS. We expect the fusion of MCS and MLS will be able to achieve two main 
competing objectives in current practice: 1) produce timely, detailed, and accurate 
information about road damage and conditions with high spatial and temporal resolutions, 
and 2) lower the overall cost of operation. 

However, since we started the project to collect data, we realized that the MCS system 
available for our project, a NCTECH iSTAR Pulsar MMS, has a GNSS receiver with a higher 
accuracy than we expected. We found that the positional errors of the geospatial products 
(e.g., orthomosaics and DEM) derived from the MCS are mostly translational, instead of 
additionally having scaling or rotational errors (see Fig. 1). These translational errors are as 
small as 1-2 meters and can be easily fixed. Therefore, we dropped the idea of using laser 
measurements from a MLS to register the 3D models from our MCS. This simplified our 
workflow. Nevertheless, there are a few new challenges that complicated our analysis 
when we tested the MCS in roads with busy traffic and under different environments.  
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(a) (b) 

Fig. 1. Orthomosaics of roadway (b) derived from our MCS data. (a) is the ArcGIS base 
imagery.  

One important assumption of using structure-from-motion for 3D constructions from MCS 
photos in our project is that the objects captured in the photos should be static instead of 
moving. Based on this assumption, the key points from separate photos are detected, the 
points corresponding to the same location are matched, and then mathematical models of 
objects in three dimensions are derived. However, this assumption can easily be violated in 
the street because of the existence of moving objects such as driving cars, bikes, and 
pedestrians. In addition, the vehicle that mounts the camera is always captured in the 
image and it is moving while taking the photos (see Fig. 2). During our analysis, we also 
found that the sky in the photos is another area where mismatches of key points often 
occurs. All of these can cause confusion and erroneous results in the 3D construction 
process. Therefore, the main objective of this project has been revised to develop a 
methodology to reconstruct road surface from MCS data by minimizing the impacts of 
these factors.  

  

Fig. 2. Panorama pictures that show the moving platform (car) is part of the photos.  
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Data and Methods 
Study Area and Data 
Our panoramic photos were collected using the NCTECH iSTAR Pulsar camera mounted on the roof 
of the vehicle (Fig. 3). This camera has a field of view of 360 x 145 degrees. The 360o degree camera is 
made of four cameras. Each camera can record 12.3 Megapixels (MP) and has a fisheye lens with a fixed 
focus and a focal length of 2.6 mm.  Each of the panoramic photos has a size of 11000x5500 pixels. The 
system is built with a U-BLOX Neo M8N GNSS receiver with ~2.5 m accuracy and a 6-axis magnetometer 
IMU.  

 

Fig. 3. The MCS system that shows the 360o degree camera mounted on top of a vehicle.  

Our study areas include road segments from three different locations: 1) University of Hawaii at 
Manoa campus in Honolulu, hereinafter called UH, 2) Ala Manoa Boulevard in Honolulu, 
hereinafter called Ala Manoa, and 3) Kuhio Highway, hereinafter called Kuhio.  The first two 
locations are in the Oahu island while the last one is in the Kauai island. The UH data were 
collected on June 18, 2021, when there was a pandemic lockdown on campus so there was no 
traffic. The Ala Manoa dataset were collected on November 21, 2022 while the Kuhio dataset 
were collected on December 18, 2019. Ala Manoa is in the urban Honolulu area and there are 
three lanes in each way while Kuhio is in the rural area of Kauai and there is only one lane in 
each way. There was traffic in both Ala Manoa and Kuhio. A total of 102, 272, and 100 
panoramic photos were used in Kuhio, Ala Manoa, and UH, respectively, for our data analysis.  
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Kuhio 

Fig. 4. The three study sites: Top: UH, Middle: Ala Manoa, Bottom: Kuhio. 

Methods 
We reconstructed the road surface from panoramic photos using Structure from Motion (SfM) 
technology. Namely, SfM was used to create a 3D model and georeferenced orthoimagery of 
the road surface (i.e, structure) from the photos taken from the panoramic camera on the 
moving vehicle (i.e., motion) based on photogrammetry techniques. SfM typically involves a 
few important steps: 1) detection of key points, which are characteristic points on the image 
(e.g., corner, edge) that are usually associated with unique locations, 2) matching of key points 
from different photos (i.e., tie points), 3) determine the exterior and interior orientation of 
camera based on the tie points and GNSS measurements, 4) reconstruct the digital elevation 
model (DEM) of the objects captured in the photos, and 5) orthorectify the individual photos 
based on the DEM and exterior and interior orientation of cameras and mosaic the individual 
orthophotos into a orthomosaic. We used the Agisoft Metashape Professional Edition 1.8.3 for 
our SfM analysis. The first three steps are also called photo alignment in this software.  

As mentioned in the introduction, the challenges of using SfM arise from the existence of 
moving objects captured in the scene, including the vehicle that carry the camera (hereinafter 
called ego-vehicle), driving cars, bikes, and peoples. The sky also causes a problem in generating 
false tie points. Masking these objects from the photo alignment process can lead to the 
generation of DEM and orthomosaic with a much higher quality. Therefore, our methodology 
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development has focused on the masking of three types of objects: 1) ego-vehicle, 2) sky, and 
3) driving cars, bikes, and people, which are described as below.  

Masking the ego-vehicle 
In the panoramic photos, the ego-vehicle usually lies at the bottom. However, the ego-vehicle is 
not at the exact same location in every photo so there is no simple solution to mask the ego-
vehicle (Fig. 5).  

   

Fig. 5. Variations of ego-vehicles in the panoramic photos. 

To address this issue, we developed a semi-automatic approach to mask the vehicle. First, we 
used the Magic Wand tool in Agisoft to click one or a few points on the vehicle in every photo, 
which will automatically generate initial masks for the ego-vehicle for those photos. Although 
these initial masks cover the majority of the vehicle, they often miss some small areas (see Fig. 
6b). To address this issue, we used image processing techniques based on mathematical 
morphology to fill in the holes and then conduct a dilation of the mask with 100 pixels to 
accommodate the small variations of the ego-vehicle locations in different photos (Fig. 6c).  

   

a. Panoramic photo b. Initial mask c. Postprocessed mask 

Fig. 6. Masks of ego-vehicles generated from panoramic photos. 
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Masking the sky 
We developed a deep-learning based approach to mask the sky in every photo. This approach 
used a pre-trained convolutional neural network (CNN) model called Deeplab v3+ (Chen et al. 
2018) that can perform semantic segmentation of the photos into different classes such as sky, 
building, road, car, pedestrian, and bicyclist. For the segmentation of sky, we found that there 
are relatively a relatively large amount of false positives in the image. To make sure we will not 
mask useful areas in the image for photo alignment, we only kept the largest “sky” segment 
(Fig. 7).  

 

  

  

Fig. 7. Masks of sky generated from panoramic photos.  

Masking driving cars, bikes, and people 
We also tested the Deeplab v3+ model to segment cars, bikes, and people on the photos. 
However, we found that the model tended to miss small cars and it also had a relatively large 
amount of false positives. Therefore, we decided to manually mask these objects on the photos 
in the Ala Manoa and Kuhio datasets. We did not need to mask these objects for the UH dataset 
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because the photos were collected during the pandemic lockdown period and there were no 
moving cars or people in our study area during that time.  

The overall workflow 
Taken altogether, the overall workflow of our methodology is shown in Fig. 8. The outputted 
orthomosaics are already georeferenced due to the high quality photo alignment in the process 
so that any GIS products resulting from the road damage assessment on the orthomosaic have 
the associated geographic or map coordinates.   

 

Fig. 8. Workflow of generating roadway orthomosaics from MCS photos.  

Results and Discussion 
We did three experiments to evaluate the impacts of masking of different objects on the quality 
of orthomosaics: 1) mask ego-vehicle only, 2) mask ego-vehicle and sky, and 3) mask ego-
vehicle, sky, and other moving objects (car, bike, and pedestrian) on the street (Figs. 9-10). 
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(a) (b) 

  
(c) (d) 

Fig. 9. Orthomomsaics of Kuhio highway. (a) base imagery, (b), (c), and (d) are orthomosaics by 
masking the ego-vehicle, ego-vehicle + sky, and ego-vehicle + sky + street moving objects, 
respectively. 

 

  
(a) (b) 
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(c) (d) 

Fig. 10. Orthomosaics of Ala Manoa boulevard. (a) base imagery, (b), (c), and (d) are 
orthomosaics by masking the ego-vehicle, ego-vehicle + sky, and ego-vehicle + sky + street 
moving objects, respectively.  

  
(a) (b) 

 

 

(c)  
Fig. 11. Orthomosaics of UH campus road. (a) base imagery, (b) and (c) are orthomosaics by 
masking the ego-vehicle and ego-vehicle + sky, respectively. 
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Orthomosaics after masking ego-vehicle 
After masking the ego-vehicle only, relatively complete orthomosaics can be generated at both 
UH (Fig. 11b) and Ala Manoa (Fig. 10b). We found that the Ala Manoa orthomosaic has shadows 
of the ego-vehicle (Fig. 12) while the UH one does not have such problems (Fig. 13). This is 
because the UH photos were taken at near noon time so the shadows of the vehicle are very 
small. The Ala Manoa photos were taken during an early morning in the weekend to minimize 
the traffic on the street. During the time period, the ego-vehicle casted a large shadow on the 
road surface, which deteriorated the quality of the orthomosaic. The large shadows casted by 
the trees also severely affect the quality of the orthomosaic.  

 

Fig. 12. Orthomosaic of Ala Manoa showing artifacts from shadows of ego-vehicles.  
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Fig. 13. Orthomosaic of UH showing no artifacts from shadows of ego-vehicles. 

For Kuhio, a large portion of the highway failed to generate the orthomosaic (Figure Xb), which 
indicated that there could be photo alignment errors caused by sky or moving cars.   

Orthomosaics after masking ego-vehicle and sky 
For UH, we found that masking the sky in the photo has made negligible difference in the 
quality of orthomosaic.  Here, the driving way is near a tall building so the view of sky in each 
photo is relatively small. A lot of characteristic key points can be generated from the building 
for photo alignment. This can explain why masking the sky made little difference in the 
orthomosaics (Figs 11b, 11c).  

For Ala Manoa, we also found that masking the sky in the photo has made only small difference 
in the quality of orthomosaic (Fig. 14). This can be attributed to the same reason of having 
relatively tall buildings near the street for photo alignment.  
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Fig. 14. Masking the sky (left: before, right: after) at Ala Manoa shows small impacts on 
orthomosaic quality.  

However, we found that the masking of sky fixed most of the photo alignment errors at Kuhio 
(Figs. 15-17).  

 

(a) 
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(b) 

Fig. 15. Masking the sky at Kuhio shows substantial improvements on orthomosaic (a: before, b: 
after) quality. 
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(a) 

 

(b) 

Fig. 16. Masking the sky at Kuhio shows substantial improvements on orthomosaic (a: before, b: 
after) quality. 
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(a) (b) 

Fig. 17. Masking the sky at Kuhio shows substantial improvements on orthomosaic (a: before, b: 
after) quality. 

Orthomosaics after masking ego-vehicle, sky, and moving street objects 
For Kuhio, we noticed that artifacts corresponding to driving cars still exist in the orthomosaics 
after masking the ego-vehicle and sky. Most of these artifacts were removed after masking the 
driving cars (Figs 18-19).     
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(a) 

 

(b) 

Fig. 18. Masking the cars on the roadway at Kuhio shows substantial improvements on 
orthomosaic (a: before, b: after) quality. 
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(a) (b) 

Fig. 19. Masking the cars on the roadway at Kuhio shows substantial improvements on 
orthomosaic (a: before, b: after) quality. 

 

For Ala Manoa, the masking of driving cars also slightly improved the quality of orthomosaic 
(Fig. 20). 
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(a) (b) 

Fig. 20. Masking the cars on the Ala Manoa Boulevard shows slight improvements on 
orthomosaic (a: before, b: after) quality. 

Visual Assessment of Road Conditions and Damage 
The assessment of road conditions and damage is straightforward on the orthomosaics, which 
are georeferenced and at an ultra-high spatial resolution (mm level). Fig. 21 shows some 
examples of the zoom-in snapshots of the road surface, where cracks are clearly visible and can 
be precisely measured.  
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(a) 

 

(b) 
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(e) 

Fig. 21. Examples of georeferenced orthomosaics of roadway.  

Conclusions 
In this project, we developed a novel methodology of generating georeferenced, very detailed 
(at millimeter spatial resolution) orthomosaics of road surface using panoramic photos taken 
from mobile camera system and Structure-from-Motion technology. Our methodology features 
the importance of masking ego-vehicle (the vehicle that carries the camera), sky, and moving 
objects (cars, bikes, and pedestrians) on the street captured in the photos. We combined deep 
learning, image processing, and manual editing approaches to mask these objects. It was found 
that the masking of these objects from the photos makes it possible to conduct proper photo 
alignment and, in many cases, can significantly improve the quality of orthomosaics. The final 
orthomosaics can be easily used for GIS analysis and road condition and damage assessment. In 
the future, this methodology can be further improved by more automatic masking of these 
objects, especially with deep learning models. We also found that the timing of capturing the 
photos can have impacts on the quality of orthomosaic and near noon is a better time window 
than early morning or later afternoon to minimize the shadows in the orthomosaics.  
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Data Management Plan 
Products of Research  
The 360-degree panoramic photos were captured using a NCTECH iStar Pulsar mobile mapping 
system provided by NDPTC.  A total of 102, 272, and 100 panoramic photos were used in Kuhio, 
Ala Manoa, and UH, respectively, for our data analysis. Orthomosaics were generated from 
these photos using the methodology developed in this study and the Structure-from-Motion 
technique.  

Data Format and Content  
Each of the panoramic photos has a size of 11000x5500 pixels and is stored in JPG format. 
These panoramic photos were derived from photos from four cameras in the mobile mapping 
system.  Each orthomosaic file was stored in GEOTIFF format with the WGS84 geographic 
coordinate system. 
 
Data Access and Sharing  
The panoramic photos and orthomosaics can be accessed from the Dyrad website 
https://datadryad.org/stash/dataset/doi:10.5061/dryad.4mw6m90jc.  
 
Reuse and Redistribution  
There are no restrictions to reuse or redistribute the data by the general public.  
 
 

 

https://datadryad.org/stash/dataset/doi:10.5061/dryad.4mw6m90jc
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